**Markov Chain Monte Carlo**

*Markov chain Monte Carlo (MCMC) is a technique for estimating by* ***simulation*** *the expectation of a statistic in a* ***complex model****. Successive random selections form a Markov chain, the stationary distribution of which is the target distribution. It is particularly useful for the evaluation of posterior distributions in complex Bayesian models. In the Metropolis–Hastings algorithm, items are selected from an arbitrary “proposal” distribution and are retained or not according to an acceptance rule. The Gibbs sampler is a special case in which the proposal distributions are conditional distributions of single components of a vector parameter. Various special cases and applications are considered.*

**The Problem is Drawing from a Distribution**

Markov Chain Monte Carlo is a technique to solve the problem of ***sampling from a complicated distribution****.*Let me explain by the following imaginary scenario. Say I have a magic box which can estimate probabilities of baby names very well. I can give it a string like “Malcolm” and it will tell me the exact probability ![p_{\textup{Malcolm}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAALBAMAAAAtuNieAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAyUlEQVQYGWNgUHYNTmDADthKG9gnYJdiYOPawHLsBwNDji1QQcUFsCooxcDAUcA9IcqBwQMkzAmRg1IMDHcY+ALCP2CXi2CIZwh4y8Jxgds5gfPCJiXuUAXO661RTuZAcz4HbWAI0AbK3WdZwHl1wVVthuWcF6ZwG1QB5Y4BccC96xwX2LU/cN5SYFjKsJvzwjRuhXoGBrYDIDl+A44LUezfgPrYtBmWwOQqjwLlJ7Mr6NhWhU6q2LApnFtJoWJ7882/FgVATTgBAPwTP8sWTLiOAAAAAElFTkSuQmCC) that you will choose this name for your next child. So there’s a distribution ![D](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI7Jx8bX1tVQTElraGWurKpdWVa8urlCPTry8vFKyRK7AAAAVElEQVQIHWNgYDJ0DXNnAIJGBgbOAiCdxcDAPQFIH2VgYBcA0hIMDLxAGsRmewDEC4DqDBgYeAIYGOo+MDB8bGBgmA5Udo+B4c8FBgbWeaFhSQwMAO6GDi6hPkxwAAAAAElFTkSuQmCC) over all names, it’s very specific to your preferences, and for the sake of argument say this distribution is **fixed** and you don’t get to tamper with it.

Now comes the problem: I want to ***efficiently****draw* a name from this distribution![D](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI7Jx8bX1tVQTElraGWurKpdWVa8urlCPTry8vFKyRK7AAAAVElEQVQIHWNgYDJ0DXNnAIJGBgbOAiCdxcDAPQFIH2VgYBcA0hIMDLxAGsRmewDEC4DqDBgYeAIYGOo+MDB8bGBgmA5Udo+B4c8FBgbWeaFhSQwMAO6GDi6hPkxwAAAAAElFTkSuQmCC). This is the problem that Markov Chain Monte Carlo aims to solve. Why is it a problem? Because I have no idea what process you use to pick a name, so I can’t simulate that process myself. Here’s another method you could try: generate a name ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVbmbIYxAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC)uniformly at random, ask the machine for ![p_x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAUUlEQVQIHWNgUHYNTmAAArbSBvYJYAbXBpYDIAYDRwE3WIThDgNfAFgkgiGeQdXoAwPD56ANbAkNQMFjQHF2oADbASCdreDAUHmUgYFpk1ECALjpEYHr3muIAAAAAElFTkSuQmCC), and then flip a biased coin with probability ![p_x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAUUlEQVQIHWNgUHYNTmAAArbSBvYJYAbXBpYDIAYDRwE3WIThDgNfAFgkgiGeQdXoAwPD56ANbAkNQMFjQHF2oADbASCdreDAUHmUgYFpk1ECALjpEYHr3muIAAAAAElFTkSuQmCC)and use ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVbmbIYxAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC)if the coin lands heads. The problem with this is that there are exponentially many names! The variable here is the number of bits needed to write down a name ![n = |x|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAARBAMAAACGHlkZAAAALVBMVEX///82MS2urKqTkI7X1tW8urmhn53y8vFdWVbk4+J4dXJQTElCPTqGg4HJx8a9Ncx9AAAAkUlEQVQYGWNgQAcPIAJQCll2AYQDpeggw2QSmoZsDcMCBtZYp3tAyj2jgBEow7UKCBaBlCxgCOBdYAKkJixi8EbTM4HjAUgBw3GGXDQZBpAhCxhYNjBsKUc1jeEFwwSgDNsFzgMKyJoWsBisZQgAynA9YLjqgCLDd29uENgeZFEQewFEAEpBOChCJMlcgGi9AAD96i/YtYCc1gAAAABJRU5ErkJggg==). So either the probabilities ![p_x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAUUlEQVQIHWNgUHYNTmAAArbSBvYJYAbXBpYDIAYDRwE3WIThDgNfAFgkgiGeQdXoAwPD56ANbAkNQMFjQHF2oADbASCdreDAUHmUgYFpk1ECALjpEYHr3muIAAAAAElFTkSuQmCC) will be exponentially small and I’ll be flipping for a very long time to get a single name, or else there will only be a few names with nonzero probability and it will take me exponentially many draws to find them. Inefficiency is the death of me.

So this is a serious problem! Let’s restate it formally just to be clear.

**Definition (The sampling problem):**Let ![D](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI7Jx8bX1tVQTElraGWurKpdWVa8urlCPTry8vFKyRK7AAAAVElEQVQIHWNgYDJ0DXNnAIJGBgbOAiCdxcDAPQFIH2VgYBcA0hIMDLxAGsRmewDEC4DqDBgYeAIYGOo+MDB8bGBgmA5Udo+B4c8FBgbWeaFhSQwMAO6GDi6hPkxwAAAAAElFTkSuQmCC) be a distribution over a finite set![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC). You are given black-box access to the probability distribution function ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==) which outputs the probability of drawing ![x \in X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAMBAMAAAAJ2ll9AAAAMFBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVahn53y8vFraGVQTElCPTpfOGU/AAAAnklEQVQYGWNgQAPpUg5MsgFogkDuYwY2BSTR7eWlYF7gATck0ekOUA7jlgQQS8kkGETXgNggwPEJRDIxmHM4MDCwwG1hEwIJczIsA1Hc18uhZk+tAvEZGARABGsCiAQCzgBHBxDNtoATxDMAsYHgKANXAZDyYDdgAnHNQARQuoGBSQZIJ2cagW1jbgGJshVeYDguBRYAcYHAG2olmAMAcVEY5ymjgQQAAAAASUVORK5CYII=) according to ![D](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI7Jx8bX1tVQTElraGWurKpdWVa8urlCPTry8vFKyRK7AAAAVElEQVQIHWNgYDJ0DXNnAIJGBgbOAiCdxcDAPQFIH2VgYBcA0hIMDLxAGsRmewDEC4DqDBgYeAIYGOo+MDB8bGBgmA5Udo+B4c8FBgbWeaFhSQwMAO6GDi6hPkxwAAAAAElFTkSuQmCC). Design an efficient randomized algorithm ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==)which outputs an element of ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC) so that the probability of outputting ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVbmbIYxAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC) is approximately ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==). More generally, output a sample of elements from ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)drawn according to ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==).

Assume that ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==) has access to only fair random coins, though this allows one to efficiently simulate flipping a [biased coin of any desired probability](https://jeremykun.com/2014/02/12/simulating-a-biased-coin-with-a-fair-coin/).

Notice that with such an algorithm we’d be able to do things like estimate the expected value of some random variable ![f : X \to \mathbb{R}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAOBAMAAAB3Ked/AAAAMFBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGVCPTqsDZmsAAABB0lEQVQoFWNgYGBQdgASYDBFKoBZ7gCUA6GsvL+8qgUxWd0cICJAspuB0wDOATM4bRW4U0AsdgUwH0wcvBCJ4NiCmJxmCkyZIK0cAUCCuQFIMDAwqk4A02BiEogEKwMKshYqA3msG8Ay7J/BFITguwCkgcpYpoD4syCCYJJTGInD9hbI4TRb9cIAJKiNJJPjBeG4gMFCoDynmVJ6AkjQByIDItkOBAYgeGAZoKV7HUBibQiJOwxcYCGICDdIC1BZUBCQ5hUACYK9wFbAwCwL4kHAdRAFVMaeMwFIPwDxQAHC6fiA4YrUARAXDFRBpJX3JwbvP8DQPQAWI0Bw5V0goAIszX2SGFUAEhQuVT8KtIYAAAAASUVORK5CYII=). We could take a large sample ![S \subset X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMBAMAAAAAMfkHAAAAMFBMVEX///82MS3k4+Khn52urKq8urnX1tWGg4Hy8vFCPTpdWVZ4dXLJx8ZraGVQTEmTkI4iiTodAAAAwElEQVQYGWNgYFB2MQpgQAKnpRJYZR0YGNgKGDoVkMQZGJ4z8IBUcjUwcIPEOX7v3r0NrMCxIQdEMzYw8IDoXAUQCQKMZgdAFO9jBRDFcAFMggj+qRCmlWQCkMFyAMIDkjyiUCb/AyCDvQHKY2BQ2QViMjUwcEwA0vwKIB4IMDkkJgAp/gaQg4H6HYAEGLQwcG0AMrgcGLobQAKbQAQQMH1gYJUA0szJzhZggW4jMMWz8QJDt5QDmA0lDsM8COYDAByxIVWC2IlfAAAAAElFTkSuQmCC)via the solution to the sampling problem, and then compute the average value of ![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAALVBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGUytStsAAAAP0lEQVQIHWNgYGBQdgASrG4gkl0BSDBwBAAJ1kJlEHsWiGDQBpM+YLINRPIKgEjOByCS/QCQ4Mq7ACS5TwIJAP0TB4cTEIwnAAAAAElFTkSuQmCC)on that sample. This is what a Monte Carlo method does when sampling is easy. In fact, the Markov Chain solution to the sampling problem will allow us to do the sampling *and* the estimation of ![\mathbb{E}(f)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///82MS2urKpQTEl4dXKGg4FraGW8urnJx8by8vGhn52TkI5dWVZCPTrk4+LX1tV1xFSmAAAAzklEQVQYGTWPIQsCQRCFH5xyy534A0wH19SqVUGrcJhsXhXLBk2WC4cIFq2m6zajyT+g0byIGIyiyeKb23Ng3rz5mN2dBWwok9fAdtSndUVhE1ngG4T9Vq8NlRF4M1QjuCuNEOUNwfsOxATJzocjJ47MsYA18BDQYdYFTIEP/bemgTnBuSEVUCdKKhN7Czx5OgcKSUpfCigLmYCbyaWOocilGk1dod8yMZJNB1dT4mJLAbEIww2AAytXL6KLy4SWnyvihWFCe/v3cE1uA/wABdsvaTNHXX4AAAAASUVORK5CYII=)in one fell swoop if you want.

But the core problem is really a sampling problem, and “Markov Chain Monte Carlo” would be more accurately called the “Markov Chain Sampling Method.” So let’s see why a Markov Chain could possibly help us.

**Random Walks, the “Markov Chain” part of MCMC**

Markov Chain is essentially a fancy term for a random walk on a graph.

You give me a directed graph ![G = (V,E)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAASBAMAAADs/06hAAAAMFBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXJdWVas2ykRAAABVUlEQVQoFWWSMUvDUBSFvyZN0mJruxQHQaq/oINTF6N2FaoVcRCpCM7t6iDiJLhUqNBRpDqLLopLKqKruLl1chTBP+B9yfMlpGfoO+d7t+/m3QQm5TVTzEplHTfT2PHTJMy1CXqhiLXY2Ooktjyf5Q/YO1OsNddYvaIlzjmB80QZdkBOjnwJmVeGA3LiD5vwkKwrgn0MfsjyP/CEfUvhRvJzyPTPNmQvceXvolLPCXawfOx3FZO6B+n2GqFRJy/GrZHp6ZpvpaqEfXnmim5Lt38qyBuz3sYdfIk3kjpmdFuWyEr0xow6kGmLNzoSN9Rt+aSAnNSj6EM3kC3TV+7Br1ClwqzMN8DymbqGukJGJXF1ue2GrG4ZHmVO0nS3v6CuFGs6gBWJ87KuDRuDCuGc4wLt3GpkHDlTS723SY0j5MY74XcQR+3uovXNbDhVY5Pmf3aGWfAH070/L3ENH98AAAAASUVORK5CYII=), and for each edge ![e = (u,v) \in E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAASBAMAAABft2a7AAAAMFBMVEX///82MS3y8vGurKq8urnk4+J4dXKhn51dWVbJx8bX1tVCPTqTkI6Gg4FQTElraGWgKubuAAABeUlEQVQoFY1SPUsDQRB9XG6Tu+QiQdDC6oL+gGAT7AKmiRg4FLUIYlBIncpUan5CFEktWBiigiBiG1AQRNBSrfwBFqlsdWZ3E3YPEad4896bmf24PSAWfmQZBUv9LjZsOybtolYvthvYm9pFpfym7Qpric3p1t613QBkw5gzNLWfA8qmwXwibrxLY7exwzloA31pGLBlcEmLjOsnksMbiHAFmC2XlJZ4CSw2nTZztwhausp0m4Ei3wkIRd2hGycbFLx3Fen+h1snhn4Py0CXWLrAmuLw4ZvQWziWSkMVIhgkZUv0hDk1kvpS6+EVKerLmwOyIxNlImne4Ai8ERId3fQJByWcA6FxMLp+DTXBLeKKyuDrjx7HmaHxEJlQUGEcHtDDgSvoaOm2HwJvXJJAHyQHXAD+fWXcTyQZIlvpzicmid8tEQy5mn1kxP5t63lKMhNcWp5jTaXRmc7UU2ozlupKl7T9j98Sp7LX6eiRVZ3/Sm5kVfU5Te8HFKxAejisycYAAAAASUVORK5CYII=)you give me a number ![p_{u,v} \in [0,1]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAASBAMAAADs/06hAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAABQElEQVQoFX2SsUvDQBTGv5bkEpqedhaE2IpDizSjOGVxL+0idDA4OgXBwc2ps39CQHDO6mQXnTMIUnDof2DBoWN87+4Skhp8w9333vfLu9xLgOaQ31nFGKeVpCZlgHZfu9YGSGpmJSFuhBkXrPP1/9wCXfWg3cx5ee4DMpA9tGIGmzmxZY84p4fuhKXhBheziFMT+5kSMrB6cH3WmhN3D86jsvRyq7e/XCe1lhXuJTfvt3uuG3vVfsdFP3lYv8cX9iaVfjcFhwVaSpt7XOJKDOUGYugx3wmVSXMe0KSvKWmv1Zx/pqm1sgNYK+Ez8hTzSpw3DXCUwTk78Pm7vVO1z11GTkQSzqueM2uISG3EiSWpZ/dTYGuTKoL6cRSlBPdvlM7Hp244P1GWXgz3YUpJacmwlCwMV9SSQpQnmMLuf/oLpotHUBDF80wAAAAASUVORK5CYII=). In order to make a random walk make sense, the ![p_{u,v}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAMBAMAAABl3At4AAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAeklEQVQIHWNgUHYNTmCAAbbSBvYJMA4DG9cGlgNwHgNHATdCjuEOA18AQi6CIZ5Ni/cDA5sWN1D0c9AGlpusBgwsN9kUGBiOAZUpcTkwMGizJzCwHWBgYFjGcZ2N4TsrA0PlUSAvWl+XwyFaDciCAl4HGAtEA5UxMAAADRgVGdHpQFoAAAAASUVORK5CYII=) need to satisfy the following constraint:

For any vertex ![x \in V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAMBAMAAADmGDJDAAAAMFBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVahn53y8vFraGVQTElCPTpfOGU/AAAAoElEQVQYGWNgQAUbnzIwKF5BFWNg4DVgYDiNJLi9vBTIY77AwLABITrdAczm/sDANAHIUjIJTgBSNWBBBjYBhkNAFhODOYcDAwNLAESUUxJsACfDMhCf+3o52FwGMbABDAwCIFHWBBAJBL9BBjAwsC3gBJKcBmAOA8PiDSCGB7sBE4g2AxFAYD8BRCZnGgWAaOYWEMnAsBVCwUhviG1gLgDythpyMExPyAAAAABJRU5ErkJggg==), the set all values ![p_{x,y}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAMBAMAAABl3At4AAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAfUlEQVQIHWNgUHYNTmCAAbbSBvYJMA4DG9cGlgNwHgNHATdCjuEOA18AQi6CIZ5B1egDA5sW7wcGhs9BG9gSGgIYWG6yGjAwHAMqYweKMgRxOTCwHQByshUc2BiW8TEwVB5lYGDaZJTA4RC9E6gACnh9A7bC2AwMrGybFBgAiboYrpY3F6wAAAAASUVORK5CYII=) on outgoing edges ![(x,y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAASBAMAAAAj0XpiAAAAMFBMVEX///82MS3Jx8bk4+Khn52Gg4Hy8vFQTElraGXX1tW8url4dXJdWVaurKqTkI5CPToWMtQTAAAAzklEQVQYGV3QMQrCQBBA0W9i1KzG0jq9FgENWOYIwdIqBxC8io2IRSCFwUpIYyMIHsHCzkawshHBCzgTEIyzsMy+ZYeZBSvgJzzNRz8AdiTHuELcwYqqFIKTVKkFzargLBj/kRexBJOnE70wF2aYmBwyp3gorVdcsQqloOOrEDw5KvUlr5UCb1nmVpYfUA5lv9wXUr6De9uT2WdwT90Yx6edWJNwh9eTx9NthrRq5FpjqNscZCAKzaUTgeSAjk2qQMOH+sZHa2ICpW/IF34ApE4mpS/9HxcAAAAASUVORK5CYII=)must sum to 1, i.e. form a probability distribution.

If this is satisfied then we can take a random walk on ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)according to the probabilities as follows: start at some vertex ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKBAMAAACZNRnKAAAAKlBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGWhn53y8vFW5vihAAAATklEQVQIHWNgUDIJTmAAAiYGcw4HEIOTYRkDg2oYiCnAwGnADaTZFnCyNrAnMHiwGzBxHGBWYEjONAoAMgJAihjAUiAGbwFIMQioBjEAANAECmTkmH9LAAAAAElFTkSuQmCC). Then pick an outgoing edge at random according to the probabilities on the outgoing edges, and follow it to ![x_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAJ1BMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVahn51raGWGn896AAAAQklEQVQIHWNgUDIJTmBgYGBiMOdwANKcDMsYGNg2AFkCDAzhQJptAScD6wYGD3YDJhCdnGkUAKLBAJ3WOQQRZ2AAAAPlCvyZ6O4PAAAAAElFTkSuQmCC). Repeat if possible.

I say “if possible” because an arbitrary graph will not necessarily have any outgoing edges from a given vertex. We’ll need to impose some additional conditions on the graph in order to apply random walks to Markov Chain Monte Carlo, but in any case the idea of randomly walking is well-defined, and we call the whole object ![(V,E, \{ p_e \}_{e \in E})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAASBAMAAABbQraGAAAAMFBMVEX///82MS3Jx8bk4+Khn52Gg4Hy8vFQTElraGXX1tW8url4dXJdWVaurKpCPTqTkI6OGXNFAAAB6ElEQVQoFZWSv2sUURDHP+zevTPrnRsMBMTmxCJgmgN/xEaykhPxFwabIIisIAgWIQgGLMTFSq1shEQQN8FEOZHkP1AES/GKFGmCB6ZREK5IIcGg8+a9TYyI4izMfOe7831v5r0HQYP/srZUH/qjwjQLOhgpkIu2fnQ75bOhrd0r9W0VcYMg4fhtmLlvfxze2zzx1QKW1asrLW5hQeEo5ZQdstVV5YNeaCn6RVPLlNl0GRUoC5koFb+BaUV/0VzkKJQ6RK79ajdMj/xLs8QjkI6uayFX6rEDnIGPBxZ0pd97m2NOpurzrbFv7Z7XvCV8PNGT2czc8pwPg1bDbt8alyi5HwM5YTkJOpoNdR1Jz82V7zAoH6z61riDIdeCG1B5WMosNp+tV5ukBgv2DHiXOMrsgVqqWOYZp5pb7OaJ1k5jJiIDS1SFvSyzhm2IeuGpInunz3nJsNyWaML1fFbqovd3xV9gZwrnBNX64eRq81ufIqt5/Soxk3KOormWdhOpifN52ScjkvXVDvoIFonmkyz8YF41L1rphx8bVBvst2+HRV+bb2osWibsiCaRdeW9PSOVSnZBF3mjPJFEzNQ1FGi8MfVF8LqMIScRt+rDMvLYytmcY0IXd1NIXDR2RrXolAZzfsPlbX4C3VdmV6n6UnwAAAAASUVORK5CYII=)a *Markov chain.*

Here is an example where the vertices in the graph correspond to emotional states.

[![An example Markov chain [image source http://www.mathcs.emory.edu/~cheung/]](data:image/gif;base64,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)](https://jeremykun.files.wordpress.com/2015/02/markov01.gif)

In statistics land, they take the “state” interpretation of a random walk very seriously. They call the edge probabilities “state-to-state transitions.”

The main theorem we need to do anything useful with Markov chains is the stationary distribution theorem (sometimes called the “Fundamental Theorem of Markov Chains,” and for good reason). What it says intuitively is that for a very long random walk, the probability that you end at some vertex ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==)is independent of where you started! All of these probabilities taken together is called the *stationary distribution*of the random walk, and it is uniquely determined by the Markov chain.

However, for the reasons we stated above (“if possible”), the stationary distribution theorem is not true of every Markov chain. The main property we need is that the graph ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)is *strongly connected.* Recall that a directed graph is called connected if, when you ignore direction, there is a path from every vertex to every other vertex. It is called *strongly connected* if you still get paths everywhere when considering direction. If we additionally require the stupid edge-case-catcher that no edge can have zero probability, then strong connectivity (of one component of a graph) is equivalent to the following property:

For every vertex ![v \in V(G)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEIAAAASBAMAAAAd9BUsAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8ZraGWGg4FQTEkXQaH8AAABOklEQVQoFXWRvUoDQRSFv6zJkpW42goWEUG0kYApLSJqKYgSCytB0ErIE4iihY2w/rUSfx4giE26FUyhNgHBOoWIqIXgC3hmd6ZKvLBzzpxzZu5lFnrXo5VLvW0IKtY5+y8ROiMfOeZw9hdGX3nQvu9t/iQOOs5xOCDlBj7V6AX2oO0cstWqmSqUUoEfeI5gG95dIlhNWbaBFxG06b+VcA1lvDIr4rm6FlVhiCvwO4S6xtQUm1tMiGwkW3UfNk28DpndVGkRHZpDLFbTORhRE5M4LuIdLUMLmjwpMZOegDuTLyxxGUOmiBoEDYRc6EtqpyLQpIPC+7qZ1K8VhISxFlNfagI1/Ka42DfsjxuJj/UEmEtgDc4PpvPi7VTW6i8kL2b3Y07vfnXr5Fyi+89Zxy9ZcuqiXThplRJ/OI0+7V+TiikAAAAASUVORK5CYII=), an infinite random walk started at ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==) will return to ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==)with probability 1.

In fact it will return infinitely often. This property is called the *persistence*of the state ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==)by statisticians. I dislike this term because it appears to describe a property of a vertex, when to me it describes a property of the connected component containing that vertex. In any case, since in Markov Chain Monte Carlo we’ll be picking the graph to walk on (spoiler!) we will ensure the graph is strongly connected by design.

Finally, in order to describe the stationary distribution in a more familiar manner (using linear algebra), we will write the transition probabilities as a matrix ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==)where entry ![a_{j,i} = p_{(i,j)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAANBAMAAAD4VjWrAAAAMFBMVEX///82MS3k4+KTkI68urlraGXy8vFdWVbX1tVCPTqurKp4dXKGg4HJx8ZQTEmhn53SMG6pAAABAElEQVQYGWNgUHYJY8AAi684KyAJMpVxTIBzuXcDwS4GBqaWBxwBcFEGBvYFLBsYGLwYGA4hCTLxfOCdwOQAFvPKZ2BITOBZgCQNZfI18AcwQ9kcCxjuMfApwRXBrGPIZGB3uAITPsCgx3CRi0HrAAghAT8GbwaIGFD8EAP/kh4PhgtlDNeQHcqw2esDwwawGFBqCVR3AQOzA5JBDJOAnACIWAHIVyDAe0CBLwPCBJNME4BUAANfBhNQimEtRIb5wlsUP7ZOAYofYuBZwHeB+QKDGVgRBztDLkQ1MtkF5LDdYGcA+gAEWP8yOIAZKAQonFiAUrwNKMKoHLYFEH4KAwDhWz16fXezKwAAAABJRU5ErkJggg==)if there is an edge ![(i,j) \in E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAASBAMAAAD2w64vAAAAMFBMVEX///82MS3Jx8bk4+Khn52Gg4Hy8vFQTElraGXX1tW8url4dXJdWVaurKqTkI5CPToWMtQTAAABQElEQVQoFW2Sv0vDQBTHv+RM28RWwT9A6uySwV8IQoYOBUHq4qinu+B/oK5OWUQchAoWXIQOXSQU+hdIlOLSJSA4OTv7fXeXEKGPcO/zfffu3stLAC9Caa2SqrBRESquiBJ7JRG+qsKxFwMjy40+Nl3UOHU46pxk8DXAR6wGNCy5dQ0I+6j/i/mJyIU0zcT/AEGCHcHSWjFRvTr9hi2lcQu8SBg4n/JS6XtRi2TVFeR0AwT3F6IRbwPekPBgJMVq94o4gFrKTSiauYxuavvwJ4i5sw4sa5OBMavkxA8rUc+hQ0inz8qGfgHTaTGU0wT4BJrAeBd7zAnYjt8mmIX+kbHcNP6U4V1zCr1iYsc8TH3ZObiOWDkTpUjNNtzUg307MdmhDWVhQ0d39PO+nH37M9RuvnmVuVCOVC1kgcLm/UF/YBo7CLXOO9IAAAAASUVORK5CYII=)and zero otherwise. Here the rows and columns correspond to vertices of ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=), and each *column* ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==) forms the probability distribution of going from state ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==)to some other state in one step of the random walk. Note ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==)is the transpose of the weighted adjacency matrix of the directed weighted graph ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)where the weights are the transition probabilities (the reason I do it this way is because matrix-vector multiplication will have the matrix on the left instead of the right; see below).

This matrix allows me to describe things nicely using the language of linear algebra. In particular if you give me a basis vector ![e_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAKBAMAAAByAqLJAAAAMFBMVEX///82MS3y8vGurKq8urnk4+J4dXKhn51dWVbJx8bX1tVCPTqTkI6Gg4FraGVQTEn7PA/2AAAAQUlEQVQIHWNgUHZxYGBgYE1gKgBSHJZTGBiuMigCmUCwmoFBAUhxK7A6BF9g4DziyTDpAZDPwMDjAKb4tcAUrwEATNUI8gzbctUAAAAASUVORK5CYII=)interpreted as “the random walk currently at vertex ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==),” then ![Ae_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAOBAMAAADH1sFNAAAAMFBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tVQTEkSzkhXAAAAeUlEQVQIHWNgAAJlEAEFLEIwFpBmTUXilHQgOCwK0xgYjhsbgEU4GbQYWBp4FMAcawZDBrbqzQwMUxgYeC4pTTxwECwMNOsAg+ODVwwMB0B8awYGxg1cB1gM3CcweIozsARmcwdbM+y5AFULolghhkNE+M8hyXAWAABN8xTO7SllKQAAAABJRU5ErkJggg==)gives a vector whose ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)-th coordinate is the probability that the random walk would be at vertex ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)after one more step in the random walk. Likewise, if you give me a probability distribution ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAKBAMAAAB76QKzAAAAKlBMVEX///82MS3k4+Khn528urmurKrX1tVdWVby8vFraGWGg4FQTElCPTp4dXLO4c4iAAAANUlEQVQIHWNgUHYJY2CqYBNgYHdgmcCg2MBlwODNwJPAoM3gw8DAHLKWAQiugohDQJwlzAAAtnQHSnIGiOsAAAAASUVORK5CYII=)over the vertices, then ![Aq](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOBAMAAADd6iHDAAAAMFBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tVQTEkSzkhXAAAAcElEQVQIHWNgAAJlEAEGLEIwFgNrKpxZ0gFjsihMY2BwMq4D8jkZtBhYcvgEgExrBkMGNgPmCwwMPJeUJh5wPMCpwMDAeoDB8YE9A9cDkDwD4wZ/BisGBk9xBpbAbKbiGUBdUNAOYzAwLIEzXwoxAACN+hHVDm79+wAAAABJRU5ErkJggg==)gives a probability vector interpreted as follows:

If a random walk is in state ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==)with probability ![q_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAKBAMAAACQ3rmwAAAAMFBMVEX///82MS3k4+Khn528urmurKrX1tVdWVby8vFraGWGg4FQTElCPTp4dXLJx8aTkI7ikSbKAAAAR0lEQVQIHWNgUHYJY2BgYKpgEwBS7A4sE7gUGBQbuAyAPG8GngQgpc3gwxTFwMAcspavE8hluMrwBUQdYtiRwMCQJcywlAEAQigLGPIkkdYAAAAASUVORK5CYII=), then the ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)-th entry of ![Aq](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOBAMAAADd6iHDAAAAMFBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tVQTEkSzkhXAAAAcElEQVQIHWNgAAJlEAEGLEIwFgNrKpxZ0gFjsihMY2BwMq4D8jkZtBhYcvgEgExrBkMGNgPmCwwMPJeUJh5wPMCpwMDAeoDB8YE9A9cDkDwD4wZ/BisGBk9xBpbAbKbiGUBdUNAOYzAwLIEzXwoxAACN+hHVDm79+wAAAABJRU5ErkJggg==)is the probability that after one more step in the random walk you get to vertex ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=).

Interpreted this way, the stationary distribution is a probability distribution ![\pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAJ1BMVEX///82MS3Jx8ZQTElCPTrk4+KurKqhn53y8vHX1tW8urmTkI54dXL9trk5AAAAMElEQVQIHWNgMnF2NmAIYwooYGBoYOdcwMDA0M02AUhWsSsASQPuDQwMnAeYDjAAAJZvB22e3pzoAAAAAElFTkSuQmCC) such that ![A \pi = \pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAALBAMAAADGj2OdAAAAMFBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tVQTEkSzkhXAAAAf0lEQVQYGWNgAAJlEIEdsAhhFweJsqbilivpwCnHojCNgfvX+vUfkFTA+JwMWgzu3A4KIKkOEChggPOtGQwZDjDxGSBpg/F5LilNPMBwlP0BshyUz3qAwfEBgzLTBpAczEwo35qBgXEDwwfWABR9YL6nOANLYDZfA3cDshyYDwB24yM0nZZSTwAAAABJRU5ErkJggg==), in other words ![\pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAJ1BMVEX///82MS3Jx8ZQTElCPTrk4+KurKqhn53y8vHX1tW8urmTkI54dXL9trk5AAAAMElEQVQIHWNgMnF2NmAIYwooYGBoYOdcwMDA0M02AUhWsSsASQPuDQwMnAeYDjAAAJZvB22e3pzoAAAAAElFTkSuQmCC)is an eigenvector of ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==)with eigenvalue 1.

A quick side note for avid readers of this blog: this analysis of a random walk is exactly what we did back in the early days of this blog when we studied [the PageRank algorithm](https://jeremykun.com/2011/06/12/googles-pagerank-introduction/) for ranking webpages. There we called the matrix ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==)“a web matrix,” noted it was column stochastic (as it is here), and appealed to a special case of the Perron-Frobenius theorem to show that there is a unique maximal eigenvalue equal to one (with a dimension one eigenspace) whose eigenvector we used as a sort of “stationary distribution” and the final ranking of web pages. There we described an algorithm to actually find that eigenvector by iterated multiplication by ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tXk+y2hAAAAQElEQVQIHWNgAAJlEMHAIgSmWFPBVEkHWExhGojiZNACUdYMhkCS55LSxAMMDKwHGBwfgMQYGDcweIozsARmAwDwLgk8LGYycQAAAABJRU5ErkJggg==). The following theorem is essentially a variant of this algorithm but works under weaker conditions; for the web matrix we added additional “fake” edges that give the needed stronger conditions.

**Theorem:**Let ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)be a strongly connected graph with associated edge probabilities ![\{ p_e \}_e \in E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAARBAMAAAB5vHz7AAAAMFBMVEX///82MS3y8vGhn53k4+JQTEmurKpraGV4dXJdWVbJx8a8urlCPTqTkI7X1tWGg4FpCilRAAABPUlEQVQoFXWQPUjEQBCFH5uNaMIlvSCshd0VgYh3jRKEK0WxFBGxORAErW0ObNIo1oIQCyubqPiDQbjCTpC0ck0qLazsFZzZ/JwX9BU7b99+s5ksIHwUsmZLV6+doErMqLKjpjvcGr2h105+Hvhfm8AvZmy3xuAMsON/GCMMqR14BZzsb0YeMUA6xaJUQBvYuXgMOKm+NU45S0wi5XoC+bHi6EnEBgekt7zAmmrxwXkM6XpWX6cd3QW0wnwe9xgeH6wBZmbk97xoEtguqplC2eRpniYmYk6reZYLZjoDtsjT+9zgHkuJZuSAaTeihXRJv55SJebw1hOrDc3MKM7wnfFqrPvzewEZYp7oNfevNHOXKMrgtPM3ZE/qQvaJ8QT19XANxWFNzeD9maLBA3jyRhLVznkr5srQXijdaP0BvvdBJ0Rp1vgAAAAASUVORK5CYII=)forming a Markov chain. For a probability vector ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKBAMAAACZNRnKAAAAKlBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGWhn53y8vFW5vihAAAATklEQVQIHWNgUDIJTmAAAiYGcw4HEIOTYRkDg2oYiCnAwGnADaTZFnCyNrAnMHiwGzBxHGBWYEjONAoAMgJAihjAUiAGbwFIMQioBjEAANAECmTkmH9LAAAAAElFTkSuQmCC), define ![x_{t+1} = Ax_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAPBAMAAAC8dTTaAAAAMFBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGVQTEny8vGhn51CPTqOSrQxAAAA9ElEQVQoFWNgwAf4FPDJwuUmPoAz8TG6GvDJwuRYpxfAmAxKJsEJcA4qYx7zAgYmZVczoCgTgzmHA7IsezkQlIJFDPg+MCgwF7QAOZwMy+CK8uAsMIMpgUmAYQJXAkRUgIGBm4GBFYjqUJXdfvdYloGBESi4gYGBbQEnw3QGBg4gLw6kDGFpLwOnCANDFsMEzgIGD3YDJpbiBIQykFIwYEpgYBBjaShmUHA3Y0jONApgqEQyDaqIgdMwgGGGVJrZZFUG9gkQwQOcHV0dLRBLYcqQaB4Im3MDNksR6mazQdimF0BuY9qtgJBCZjHHwnl8cBY2BgDqAilupdlSKwAAAABJRU5ErkJggg==)for all ![t \geq 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAPBAMAAACcmWsnAAAAMFBMVEX///82MS1QTEny8vHX1tWhn52Gg4FCPTrk4+LJx8aTkI5dWVaurKq8url4dXJraGWg28LdAAAAiUlEQVQYGWNgQAWcD6B83gYog3PZBiCLyYCBgSPPASrGCxJyAnGY102AiIGFwiDs+AtgGiTkWhYBETt/AESDVQlDRBh4NGBCnAoQIda/YBqkimsBmGn1EyIDEuKe0ADkmD2BiIDNYmQ4wMDA8wIqwsAD0ngXxgPRLIvEDiDzUdg8aUCQgSKEwgEANKcbtHJWKGYAAAAASUVORK5CYII=), and let ![v_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAKBAMAAAByAqLJAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8ZraGWGg4FQTEkXQaH8AAAAQ0lEQVQIHWNgMmEIZmBgSEtn0ABSEzoYFgEphp0MpxguMHBuYFDgDGBgK+BZkPqGgaFZjYF1AkiWgR9MMszlAdN8VgDBawtvX/nNqQAAAABJRU5ErkJggg==)be the long-term average ![v_t = \frac1t \sum_{s=1}^t x_s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAAVBAMAAABGR4Y+AAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8ZraGWGg4FQTEkXQaH8AAABdklEQVQ4EWNgIAQuEFIAlj+CrIozAJmHi80cgiyT+gaZh5NtApIRDA0Njf0oqMA6Aac6ZAmwHkMFkJD1BX5kGdxssB5WKbCCW3N5cCtEkgHr4doOFlnEZ4Ukg5sJ1sOQ6IBTBZMJQzCqJNNdBZAAhxiqMIin9MzuAJBKS2fQAHEZgOEUGmoAZkKIeiQ2hMnE8JQjAcic0MGwCEMSLDARIzY5GWogSncynGK4gKxLUFAQzGWChByyFIMAmMe5gUEBnD4w3MaC7FAGcILiKeAEaWIr4FmAPX2cQ7YBnKAyWB8wMSwB6m5WY0BLH7wQB6A4mAEUAedOPjJgMGECS6Olj6lgQd4FIIqTy8cBRIP1gBlLN4Ep1PTBFncAJBoGltJhdtDs6Ohog+thc8gAS6Clj0iQICQEmD9wRSuA1UASB9BiIy8wH434AOKfnTlz5rQjhQ9S2DpR7EFTC+VyXjgAZIWXg0HCZJUFIHFoggIxsYLHC7AKwwUBOJtJ5goYypMAAAAASUVORK5CYII=). Then:

1. There is a unique probability vector ![\pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAJ1BMVEX///82MS3Jx8ZQTElCPTrk4+KurKqhn53y8vHX1tW8urmTkI54dXL9trk5AAAAMElEQVQIHWNgMnF2NmAIYwooYGBoYOdcwMDA0M02AUhWsSsASQPuDQwMnAeYDjAAAJZvB22e3pzoAAAAAElFTkSuQmCC)with ![A \pi = \pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAALBAMAAADGj2OdAAAAMFBMVEX///82MS2hn528urnk4+KTkI5dWVaurKp4dXKGg4FCPTrJx8by8vFraGXX1tVQTEkSzkhXAAAAf0lEQVQYGWNgAAJlEIEdsAhhFweJsqbilivpwCnHojCNgfvX+vUfkFTA+JwMWgzu3A4KIKkOEChggPOtGQwZDjDxGSBpg/F5LilNPMBwlP0BshyUz3qAwfEBgzLTBpAczEwo35qBgXEDwwfWABR9YL6nOANLYDZfA3cDshyYDwB24yM0nZZSTwAAAABJRU5ErkJggg==).
2. For all ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKBAMAAACZNRnKAAAAKlBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGWhn53y8vFW5vihAAAATklEQVQIHWNgUDIJTmAAAiYGcw4HEIOTYRkDg2oYiCnAwGnADaTZFnCyNrAnMHiwGzBxHGBWYEjONAoAMgJAihjAUiAGbwFIMQioBjEAANAECmTkmH9LAAAAAElFTkSuQmCC), the limit ![\lim_{t \to \infty} v_t = \pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAAARBAMAAADUPWRSAAAAMFBMVEX///82MS3y8vHk4+LX1tVdWVZQTElCPTpraGWTkI54dXK8urmhn53Jx8aGg4GurKr/OKPoAAABJ0lEQVQoFWNgMmAgEbgmMMwiTQtLAsMeknWQpoEBaAeJgCWBJZThasieB7+XEKkTaMc1Bt5chkyGreg6uP8wrEcR400vK0sAucqNgUWAoZPBHUUWyHFxZdgJFlsFAh8YGOx5DQ4wQHUUMPQzmKPrMJjJoI0ipsDDsgFVBweKPANDMcMlhgZkMU1+B1QdViBZbrgS5gKGDcwLgFyYqxhO81wA6igA+QPkKneWdUA+A6cCw73VDP8/AaUCeBW83sINADISOCcwMHhIqjQ+8JDTFNvS+GgxWHYy0waOeQogq+ZvYeAyQNLBsoB3ARIXyExgngkEcbwMwLCGOo4NVQUaj7kB5CreDcwOLNM28EMkLYDa8YD3CkBJPgaG/f+ZVk2GqOMD+odSAAB3bkmUqJRocQAAAABJRU5ErkJggg==).

*Proof.* Since ![v_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAKBAMAAAByAqLJAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8ZraGWGg4FQTEkXQaH8AAAAQ0lEQVQIHWNgMmEIZmBgSEtn0ABSEzoYFgEphp0MpxguMHBuYFDgDGBgK+BZkPqGgaFZjYF1AkiWgR9MMszlAdN8VgDBawtvX/nNqQAAAABJRU5ErkJggg==)is a probability vector we just want to show that ![|Av_t - v_t| \to 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAARBAMAAADZIxQVAAAAMFBMVEX///82MS3Jx8Z4dXKGg4Ghn528urnk4+KTkI5dWVaurKpCPTry8vFraGXX1tVQTElV6Q++AAABWUlEQVQoFX2SP0jDUBDGP5OQF2Kburg4SBzcOggRBCd10ymLXQSpnUREIrqJEDdxqk6OLlUpDp10fV3EsYubQ8SpS3F28l5C3h8i3pK777sfdxceLPwfYdW2q5KhLBkV+j2gQFqmoVUm4sduWiBsVmsyUxNpJBgUiHdr9mmVRA6FOATmC+Qh0prMVCKLQv8EnnOExZtwe1g1mg9i+44EidQ5VQvAT4442MFkjH3SZASTLl2qIeyDKol0sIfkEq+i348oVgDmpbU21WKKkKLomspysdr79jrHC5oYkV/GdGLxujYl33vIi/M9juOMDdBmcnHizuDiREOcjET6yTPilg4wFQZdi39tkFrGGM1gOVTnvwnDT/2YkNM5sIsbXB3BTsp++nr3GegmOXg391qP5YMpWhsakaffGqI8/VmeW0oXGRtpiylLR5wnpefZFleLKctR6Z/ZWkX9BduAPNlpWoTUAAAAAElFTkSuQmCC)as ![t \to \infty](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAKBAMAAAAAzcB/AAAAMFBMVEX///82MS1QTEny8vHX1tWhn52Gg4FCPTrk4+LJx8aTkI5dWVaurKq8urlraGV4dXIS+HoPAAAAkElEQVQIHWNgYDJgwA6cYMK8aCrCYBKcATAWmHYti4DxH4MZcUoXGI5FXWBgEIaJM/SBzOJx4BRlu8AwhYFTAcjj/w8Cv2VBEgwME5+CKK4FQB4E8B8A0kAJVkkQxT2hASLMwJACYgAl+D46AClGhgNQCeYFIAZvA0MmfyXDCgauu1BxBlYHMOvWsgaG23oOAB+8HZl/GU09AAAAAElFTkSuQmCC). Indeed, we can expand this quantity as
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But ![x_t, x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAKBAMAAAAuiOHtAAAALVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGVQTEny8vGhn51EuQ3gAAAAlklEQVQIHWNgUDIJTmAAAyZlVzMQg4nBnMMBLMKgwFzQAmJxMiyDCDAwTOBKYGAKTQByBRgYuCGijAwMkxk2MDCwLeBkmA4RymKYEMFQxuDBbsDEUpzAGcDA0lDMoNDHYMSQnGkUwFDJwCrLwGY2WZWhj8EUouMAA8NMCAukEQQ4NyQwKIBZDNdBxoOA6QXeBDAD6AgFADKgGAf1yn57AAAAAElFTkSuQmCC)are unit vectors, so their difference is at most 2, meaning ![|Av_t - v_t| \leq \frac2t \to 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIMAAAAUBAMAAABc0JOuAAAAMFBMVEX///82MS3Jx8Z4dXKGg4Ghn528urnk4+KTkI5dWVaurKpCPTry8vFraGXX1tVQTElV6Q++AAAB1klEQVQ4EaVTv0vrUBg9TdqktNfaDr5BHPIHOAgVxDeIT1x0kCIoiAhRHERQKrqJ0IeLOMmbHB38hSi4ObhkeIijCDqIQ0QQXIqbm/jdm9z4JekiniH3fOd8nObctsB3UNh3W6wbLTQuOXx4QRcfQ2620LjUw4d5fPARKJzUgCBiMu6wSUdYdRKFOGcW0QMshBF2R9xhUxhReFCa6TCL6DuKYUR+N+6wKYjI3QfSeORYHlFRRsYPihxVIytJVMT1bSBbTlP7Ro1YqYyiqyLs2gisA/zWtjoXa+YeERnxf0ApwNNlOWTAIzGjjPY9FZHFNJqv8ma+UGruWA0aZcSUT48kNjweMYdZ1LdwJbcKVUIfYOcbwqVZRohNh54RTLlS7f/Fioi7iT8eLtCNm2gNKNYNry2IgJhxlVOpVKINWVN0hdeZ97Di2+dwbfmRGuuwsBpGAGeu1vU5Jsk7MupLnQMyTmnH8J6HtE/nK7pLvY4qItWlOvOIioacj+nHRde51gn77z9sL8Pka/lDH3Qn/MUAahYi50uSW2yot5BcoV0Tfb4lI6hZGvxvtmHEffsmKLI/TJBvKJulwSOypwl/1EsUoWZpZNNSTBmMTdTsh5DNfgpqlsIneEBRgVggucwAAAAASUVORK5CYII=). Now it’s clear that this does not depend on ![v_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAKBAMAAAB293L0AAAALVBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aGg4FraGVuHkDDAAAAS0lEQVQIHWNgMmEIZgCCtHQGDRA9oYNhEZPxAQaGnQyn5jI8YODcwKBgwRDDwFbAs6CF4RIDQ7MaQwvDZZBSBpA4CCwFqgMBJmMFAI2yD4GoG68BAAAAAElFTkSuQmCC). For uniqueness we will cop out and appeal to the Perron-Frobenius theorem that says any matrix of this form has a unique such (normalized) eigenvector.

![\square](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMBAMAAABGh1qtAAAAElBMVEX///82MS2Gg4F4dXJraGVQTEkMsezDAAAAHUlEQVQIHWNQNgYCBQYHBiBwYDAAUQZkU8EgwwIAAV4GX96ay2gAAAAASUVORK5CYII=)

One additional remark is that, in addition to computing the stationary distribution by actually computing this average or using an eigensolver, one can analytically solve for it as the inverse of a particular matrix. Define ![B = A-I_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAOBAMAAABOTlYkAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI5raGXJx8bX1tXy8vGurKpCPTq8urldWVZQTElibScxAAAA9ElEQVQoFWNgYDJ0DatgQAWsF5D5nIalEO5EBoaJCsgyDAyKASj8RigvnIFhYQOKDENeAgo/D8orY2DYgyLBwK3igCLwDMqTYOB9hCLBoMr8AEVAAsLjkL1rsgDIZHEBAm+wmAHrATANJTgEIAy2AgbeX8gSDLwNvCC5LSCtCkAGUAUY8AH9KQthQsnlocFSyAL8QBUgwDiBgUMISLOAjADbnsXAJAmWghILJ0AYPQwM66GaIAK8DQwMUD9ABC4ycIbeDWBg/RMa5gERgZBMhhsY1OSAqmFg6Z8ojj6GBzAuATqWw4CACph0FfMMGJMAXcC2CQDSyCmR42QzNQAAAABJRU5ErkJggg==), where ![I_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAALVBMVEX///82MS3X1tWGg4FraGWhn53Jx8aTkI5dWVZQTEny8vG8urlCPTqurKrk4+JVv+NVAAAARklEQVQIHWNgYDJ0ZQCDRAjFUAGl26G0GIRmE4DQ7A4QmjMAQi9UgNAbGZhCdwcwLJ0TxZbB0AAWi2YzANNezGpg2oH9HgCnHwortWyC+wAAAABJRU5ErkJggg==)is the ![n \times n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAIBAMAAAB5fKBoAAAAMFBMVEX///82MS2urKqTkI7X1tW8urmhn53y8vFdWVbk4+J4dXJQTElCPTqGg4HJx8ZraGVG6i50AAAAZElEQVQIHWNggABWBQYGOyibgYHJJDQNxDFiYAaKQ7nuGQWMIEFmBSMQBeFOWMTgDeIx2CeASCj3OEMuiMdgrwCmwFyWDQxbyoFcqHYIl+0C5wGQGqhFEC7XA4arDgwMMCeBuQA1JRfXFmqUbwAAAABJRU5ErkJggg==)identity matrix. Let ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAKlBMVEX///82MS2urKqGg4Ghn53y8vHJx8bX1tVdWVa8urmTkI5CPTrk4+JQTEmAqiIfAAAAUElEQVQIHWNgYGAycQlLYGBg72RgWMjAwJB9gIGhgoGBdSeQHcXAwHwBSLMyMDAuANJAcHAChGYsAAoD2bwKDAwsQCH2rQwMqiCpw4s0gSQAIIALjRs48MUAAAAASUVORK5CYII=)be ![B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAAMFBMVEX///82MS3k4+KGg4F4dXKhn52TkI5raGXJx8bX1tXy8vGurKpCPTq8urldWVZQTElibScxAAAAUklEQVQIHWNgYDJ0DatgAIKJQKQApMMZGBY2AOkyBoY9QIpBgoH3EZDikL1rsgBIsxUw8P4C0nwBDAyyQJpxAgOHEJDuYWBYDxRi/RMa5sHAAABgCw4yX8KLmAAAAABJRU5ErkJggg==)with a row of ones appended to the bottom and the topmost row removed. Then one can show (quite opaquely) that the last column of ![C^{-1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAOBAMAAAAs4XpOAAAAMFBMVEX///82MS2urKqGg4Ghn53y8vHJx8bX1tVdWVa8urmTkI5CPTrk4+JQTEl4dXJraGX4q1fVAAAAa0lEQVQIHWNgQAIpSGwGBqYnKFwGFRCXycQlLAEsDuKydzIwLATzwLLZBxgYKhi8Vq1yAHFZdwJlouCyzBeATFYwl/P/BAbGBRAZKHlwAgqXsQCoFiHEq8DAwIJQwL6VgUEVwWU4vEgTwQMA62YRAVGAVsYAAAAASUVORK5CYII=)is ![\pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAJ1BMVEX///82MS3Jx8ZQTElCPTrk4+KurKqhn53y8vHX1tW8urmTkI54dXL9trk5AAAAMElEQVQIHWNgMnF2NmAIYwooYGBoYOdcwMDA0M02AUhWsSsASQPuDQwMnAeYDjAAAJZvB22e3pzoAAAAAElFTkSuQmCC). We leave this as an exercise to the reader, because I’m pretty sure nobody uses this method in practice.

One final remark is about why we need to take an average over all our ![x_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAAKlBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGVQTEny8vHvSxlaAAAARklEQVQIHWNgUDIJTmBgYGBiMOdwANKcDMuAJAgIMDBwAym2BZwM0xkYPNgNmFiKExiSM40CGCrBChgYDkBozg0JEIbpBQBT7QmYtFujiQAAAABJRU5ErkJggg==)in the theorem above. There is an extra technical condition one can add to strong connectivity, called *aperiodicity*, which allows one to beef up the theorem so that ![x_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKBAMAAACdwMn3AAAAKlBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVZraGVQTEny8vHvSxlaAAAARklEQVQIHWNgUDIJTmBgYGBiMOdwANKcDMuAJAgIMDBwAym2BZwM0xkYPNgNmFiKExiSM40CGCrBChgYDkBozg0JEIbpBQBT7QmYtFujiQAAAABJRU5ErkJggg==)itself converges to the stationary distribution. Rigorously, aperiodicity is the property that, regardless of where you start your random walk, after some sufficiently large number of steps ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAALVBMVEX///82MS2urKqTkI7X1tW8urmhn53y8vFdWVbk4+J4dXJQTElCPTqGg4HJx8a9Ncx9AAAAM0lEQVQIHWNgMglNY2BwzyhgZGCYsIjBm4GB4ThDLgMDywaGLeUMbBc4DygwcD1guOoAAL5iCmCDl3nGAAAAAElFTkSuQmCC) the random walk has a positive probability of being at every vertex at every subsequent step. As an example of a graph where aperiodicity fails: an undirected cycle on an even number of vertices. In that case there will only be a positive probability of being at certain vertices every *other* step, and averaging those two long term sequences gives the actual stationary distribution.

![Screen Shot 2015-04-07 at 6.55.39 PM](data:image/png;base64,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)

One way to guarantee that your Markov chain is aperiodic is to ensure there is a positive probability of staying at any vertex. I.e., that your graph has a self-loop. This is what we’ll do in the next section.

**Constructing a graph to walk on**

Recall that the problem we’re trying to solve is to draw from a distribution over a finite set ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)with probability function ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==). The MCMC method is to construct a Markov chain whose stationary distribution is exactly ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAKBAMAAACUK2mNAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAP0lEQVQIHWNgUHYNTmBgK21gn8DAxrWB5QADA0cB9wQGhjsMfAEMDBEM8QwMDJ+DNgDJY0DMwHYASDBUHgUSAHgzC/Ws1m+BAAAAAElFTkSuQmCC), even when you just have black-box access to evaluating ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAKBAMAAACUK2mNAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAP0lEQVQIHWNgUHYNTmBgK21gn8DAxrWB5QADA0cB9wQGhjsMfAEMDBEM8QwMDJ+DNgDJY0DMwHYASDBUHgUSAHgzC/Ws1m+BAAAAAElFTkSuQmCC). That is, you (implicitly) pick a graph ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)and (implicitly) choose transition probabilities for the edges to make the stationary distribution ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAKBAMAAACUK2mNAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAP0lEQVQIHWNgUHYNTmBgK21gn8DAxrWB5QADA0cB9wQGhjsMfAEMDBEM8QwMDJ+DNgDJY0DMwHYASDBUHgUSAHgzC/Ws1m+BAAAAAElFTkSuQmCC). Then you take a long enough random walk on ![G](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///82MS2urKqGg4Ghn53k4+K8urnJx8ZraGWTkI5CPTrX1tXy8vFQTEl4dXIqCiWpAAAAVklEQVQIHWNgYGAycQkrYGBgbWJgmMjAwFAVwMCwg4GBZxmQfYiBgfkCkAYCxgkQOjCBgW3GMwaGg0AtjAkMDLwODAyFBxgYuJcyMFiBlMRNUeJkYAAAaV0N/3GMnUQAAAAASUVORK5CYII=)and output the ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVbmbIYxAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC)corresponding to whatever state you land on.

The easy part is coming up with a graph that has the right stationary distribution (in fact, “most” graphs will work). The hard part is to come up with a graph where you can prove that the convergence of a random walk to the stationary distribution is fast in comparison to the size of ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC). Such a proof is beyond the scope of this post, but the “right” choice of a graph is not hard to understand.

The one we’ll pick for this post is called the **Metropolis-Hastings** algorithm. The input is your black-box access to ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==), and the output is a set of rules that implicitly define a random walk on a graph whose vertex set is ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC).

It works as follows: you pick some way to put ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC) on a lattice, so that each state corresponds to some vector in ![\{ 0,1, \dots, n\}^d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAASBAMAAADGT78OAAAAMFBMVEX///82MS3y8vGhn53k4+JQTEmurKpraGV4dXJdWVbJx8a8urlCPTqTkI7X1tWGg4FpCilRAAABOklEQVQoFZWRPUvDUBSGn+YLsSGG/oKAiCAdBEG6NeDH5FChU0GIFC0O/Q/OTuKoS0EEFyFQEDrob/AnBMFJhE6CuHhy7w0qpKkeSN573vPkcnIO/CPqHbA2/vLBdSyUcwo7Md7xuiQSt1rK3j0xvQQG0OdBEXcfZaD2WrA1iRXexdfeZDY+wDp3pSwaUssUWIl701WFByF+Oh+3k75c2mIxxE1m48PXsUxCmvhsj+ByDh4sXxDCitwscZNS3YyzkAQdmfmBwulhNSp/1Y/sKTQzjctAu9T0uXQyL7jPUb4eFaJDWdRunpyQq5MoKY5t9jy1ngK37584jOBt/z1XT1o9kpo8XgPOWHr8hUsJJ87f36ozto3+bCa36sYv1KSpUVmPjmasdM2kherUGhmbK3OwNgunSseZqn4BQRc8ENoW85YAAAAASUVORK5CYII=). Then you add (two-way directed) edges to all neighboring lattice points. For ![n=5, d=2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFUAAAAQBAMAAACVTi62AAAAMFBMVEX///82MS2urKqTkI7X1tW8urmhn53y8vFdWVbk4+J4dXJQTElCPTqGg4HJx8ZraGVG6i50AAABCklEQVQoFWNgwAAFGCK4BPgEpR2wyLFlGWCKsrpMgAoyiyLJJjCsQuJBmawwpQwM4ghZ9nYGR4QETByhlq8BJsbAwH6EofABggtlsQYpQ1nMqC4EmstkEpqGrIFVgekCiM9pGvEAWZzhPgODe0YBI1CMaxUQLAJLcoLdOaPAEUWYZTsDw4RFDN4o+hkYRED8JoZ4FGH+AiD3OEMusmDNBHaQWnZxhmvIwgw3gTyWDQxbypHcUM/AIgAU5gMKT0ASZprA4sDAdoHzgAKSCWwMXAmcCgycG/gEkIXD3sUWMHA9YLjqgKSWIe0SAxPQd0khyMLsgoKCyIqQ2DOR2ISYAYQUIOTZHyDYSCwAtO04Bw+V90cAAAAASUVORK5CYII=)it would look like this:

[![Image credit http://www.ams.org/samplings/feature-column/fcarc-taxi](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEASABIAAD//gAMQXBwbGVNYXJrCv/bAEMABgQFBgUEBgYFBgcHBggKEAoKCQkKFA4PDBAXFBgYFxQWFhodJR8aGyMcFhYgLCAjJicpKikZHy0wLSgwJSgpKP/CAAsIALwAuQEBEQD/xAAZAAEBAQEBAQAAAAAAAAAAAAAABQMEBgf/2gAIAQEAAAAB+qAAAA8z17EmhsSaGxJobEn0XSlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVU8z17EmhsSaGxJobEn0XSlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVU8z17EmhsSaGxJobEn0XSlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVU8z17EmhsSaGxJobEn0XSlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVUlVRKqiVVEqqJVU8307Evu2JfdsS+7Yl+g6QAAAAAAAH/xAAhEAABBAMBAQEAAwAAAAAAAAAEAAMgNAECEgUQIxRAUP/aAAgBAQABBQL+wVhvBLTfoYa4OXBy4OTmuNXWm/Qw1wcuDlwcnNcautN+hhrg5cHLg5Oa41dab9DDXBy4OXByc1xq6PhzDHwyxAyxAyxAyxAyx9MsQMsQMsQMsQMsfTLEDLEDLEDLEDLH0yxAyxAyxAyxAyx9Kw3glpv0MNcHLg5cHJzXGrrTfoYa4OXBy4OTmuNXWm/Qw1wcuDlwcnNcautN+hhrg5cHLg5Oa41dHw5hj4ZYgZYgZYgZYgZY+mWIGWIGWIGWIGWPpliBliBliBliBlj6ZYgZYgZYgZYgZY+lYbwS036GGuDlwcuDk5rjV1pv0MNcHLg5cHJzXGrrTfoYa4OXBy4OTmuNXWm/Qw1wcuDlwcnNcauj4cwx8MsQMsQMsQMsQMsfTLEDLEDLEDLEDLH0yxAyxAyxAyxAyx9MsQMsQMsQMsQMsfSsN4Jab9DDXBy4OXByc1xq6036GGuDlwcuDk5rjV1pv0MNcHLg5cHJzXGrrTfoYa4OXBy4OTmuNXR8OYY+GWIGWIGWIGWIGWPpliBliBliBliBlj6ZYgZYgZYgZYgZY+mWIGWIGWIGWIGWPpGmv8hpv0MNcHLg5cHLdv8ARpv0MNcHLg5cHLdv9Gm/Qw1wcuDlwct2/wBGm/Qw1wcuDlwct2/0Hw5hj/S//8QAMBAAAQIDBwIFBQEAAwAAAAAAAQIEAxEhACA0c5Oz0iMxExVRUoESFEFCcRAzQFD/2gAIAQEABj8C/wCwr7uEqKVmTf6UzlTsD+pnMzp/aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUhiOQqKEj6iPyf9Y5x213WOcdtd1jnHbXdY5x213WOcdtdxjnHbXdY5x213WOcdtd1jnHbXdY5x213GOcdtd1jnHbXdY5x213WOcdtd1jnHbXcY5x213WOcdtd1jnHbXdY5x213WOcdtdxX3cJUUrMm/wBKZyp2B/UzmZ0/tKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKQxHIVFCR9RH5P+sc47a7rHOO2u6xzjtrusc47a7rHOO2u4xzjtrusc47a7rHOO2u6xzjtrusc47a7jHOO2u6xzjtrusc47a7rHOO2u6xzjtruMc47a7rHOO2u6xzjtrusc47a7rHOO2u4r7uEqKVmTf6UzlTsD+pnMzp/aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUQIjluVyr0TytiG2gedsQ20DztiG2gedj5ijx4qzKAYcM+nYe096z+aUhiOQqKEj6iPyf8AWOcdtd1jnHbXdY5x213WOcdtd1jnHbXcY5x213WOcdtd1jnHbXdY5x213WOcdtdxjnHbXdY5x213WOcdtd1jnHbXdY5x213GOcdtd1jnHbXdY5x213WOcdtd1jnHbXcV93CVFKzJv9KZyp2B/UzmZ0/tKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKIERy3K5V6J5WxDbQPO2IbaB52xDbQPOx8xR48VZlAMOGfTsPae9Z/NKQxHIVFCR9RH5P8ArHOO2u6xzjtrusc47a7rHOO2u6xzjtruMc47a7rHOO2u6xzjtrusc47a7rHOO2u4xzjtrusc47a7rHOO2u6xzjtrusc47a7jHOO2u6xzjtrusc47a7rHOO2u6xzjtruRC6grjE/8H0pn9NPwf1M/zT8VpRAiOW5XKvRPK2IbaB52xDbQPO2IbaB52X9/DLiIT0VQ4Zp/PaZ/mfpWlECI5blcq9E8rYhtoHnbENtA87YhtoHnZf38MuIhPRVDhmn89pn+Z+laUQIjluVyr0TytiG2gedsQ20DztiG2gedl/fwy4iE9FUOGafz2mf5n6VpRAiOW5XKvRPK2IbaB52xDbQPO2IbaB52X9/DLiIT0VQ4Zp/PaZ/mfpWlIYjkKihI+oj8n/0//8QAIRABAAIBBQADAQEAAAAAAAAAAREhcQAgMUGxUWCBQFD/2gAIAQEAAT8h/ogiKiLtB0rFI0CAQjnli7h4YNkaNGLqJIDJbxSHToEAhHPLF3DwwbI0aMXUSQGS3ikOnQIBCOeWLuHhg2Ro0YuokgMlvFIdOgQCEc8sXcPDBsjRoxdRJAZLeKQ6dAHIHGhtP37Hw4cOHDhw4cOHDhw4cOHDhw4QRFRF2g6VikaBAIRzyxdw8MGyNGjF1EkBkt4pDp0CAQjnli7h4YNkaNGLqJIDJbxSHToEAhHPLF3DwwbI0aMXUSQGS3ikOnQIBCOeWLuHhg2Ro0YuokgMlvFIdOgDkDjQ2n79j4cOHDhw4cOHDhw4cOHDhw4cIIioi7QdKxSNAgEI55Yu4eGDZGjRi6iSAyW8Uh06BAIRzyxdw8MGyNGjF1EkBkt4pDp0CAQjnli7h4YNkaNGLqJIDJbxSHToEAhHPLF3DwwbI0aMXUSQGS3ikOnQByBxobT9+x8OHDhw4cOHDhw4cOHDhw4cOEERURdoOlYpGgQCEc8sXcPDBsjRoxdRJAZLeKQ6dAgEI55Yu4eGDZGjRi6iSAyW8Uh06BAIRzyxdw8MGyNGjF1EkBkt4pDp0CAQjnli7h4YNkaNGLqJIDJbxSHToA5A40Np+/Y+HDhw4cOHDhw4cOHDhw4cOHBaMCTxQoPns3loCAQjnli7h4YNkaNGjgUUYwVZ5zMc/A0IBCOeWLuHhg2Ro0aOBRRjBVnnMxz8DQgEI55Yu4eGDZGjRo4FFGMFWeczHPwNCAQjnli7h4YNkaNGjgUUYwVZ5zMc/A0ByBxobT9/0//aAAgBAQAAABD/AP8A/wA5znP/AP8A/wD/AP8A/wD/AP8A/wD/AP8A/wA5znP/AP8A/wD/AP8A/wD/AP8A/wD/AP8A/wA5znP/AP8A/wD/AP8A/wD/AP8A/wD/AP8A/wA5znP/AP8A/wD/AP8A/wD/AP8A/wD/AP8A/wC973v/AP8A/wD/AP8A/wD/xAAfEAEBAQADAQEBAAMAAAAAAAABESEAEDGBcWBAQVD/2gAIAQEAAT8Q/wAjHahKBjC7PQ8PnBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIznBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIzkclawgCQxpMPw/o3bt27du3bt27du3bt27du3bvHahKBjC7PQ8PnBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIznBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIzkclawgCQxpMPw/o3bt27du3bt27du3bt27du3bvHahKBjC7PQ8PnBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIznBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIzkclawgCQxpMPw/o3bt27du3bt27du3bt27du3bvHahKBjC7PQ8PnBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIznBBKyioN26E/A7NGjUxgRglXyXbJ5Gc4IJWUVBu3Qn4HZo0amMCMEq+S7ZPIzkclawgCQxpMPw/o3bt27du3bt27du3bt27du3btrM61BZBBuA/+nnBBKyioN26E/A7NGjTOYAfNXPalGmOHBBKyioN26E/A7NGjTOYAfNXPalGmOHBBKyioN26E/A7NGjTOYAfNXPalGmOHBBKyioN26E/A7NGjTOYAfNXPalGmOEclawgCQxpMPw/6f//Z)](https://jeremykun.files.wordpress.com/2015/02/2dlattice.jpg)

And for ![d=3, n \in \{2,3\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAARBAMAAAAcUY6EAAAAMFBMVEX///82MS2TkI68urny8vHJx8ZdWVbk4+LX1tWurKpraGWGg4Ghn51QTEl4dXJCPTo5SYHIAAABw0lEQVQoFY1SQSgFYRD+sOyuXaJIbryDlItycXBYklIPT8qJUrgvFydapSheXhRxegfHlxRKTs+BC0kkjpKLy8tBuZr553+7i8QcZr75vpmd/5/9gX9aMh8vHPPjmWBjp837yQLmA3D1rJT+jSPgXoqa26NiJ3CyURYhOwsX1U9MnOAUuBapxJPIvjLv1kRZhKi1z7MamMjhDNgVaTSqIPRt6nXhlWVqHQqMeqmkqbo1IYT28182sBAITa2ATFX3Vq2zHdOiiu+XzG7tuGLiRWvuEwE5kLGVkqnmlMWXK7BluK4yz37pwiuhYCmKQAWVI+2RI8sBAwFxmbIsp6GVq134r0gT5e4X1F3L71jf00XDPsxboNtz8prhMOiZjSp9xyVFm4exVRFwfEbGC2YytDNgHFXLRPB5+cDrvqXWaN3gsZdewgFXk/Fdt7FCyPrAYkpteB7DNmvaSlE6YdIn3APzjQKONU8bLjsfOWKpCS2yJndztbPYR9FItHl2HVCdwmFAudMqIrV219bWsNSToIeo/6uIMT8Xw2vhk1BkUfqttT3WqiFNVVaU9BvWahiMVAhDYHwoGEqTofI3SNKCIusKgE8RyWgOnfHRfgAAAABJRU5ErkJggg==)it would look like this:
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You have to be careful here to ensure the vertices you choose for ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)are not disconnected, but in many applications ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///82MS3Jx8Z4dXJdWVbX1tW8urlraGWurKpQTEmGg4Hy8vGhn52TkI5CPTrk4+LZMQvbAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC)is naturally already a lattice.

Now we have to describe the transition probabilities. Let ![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS2urKqTkI7X1tW8url4dXLy8vGhn51QTEnk4+KGg4HJx8b4aYc9AAAAJklEQVQIHWNgMglNYHDv5NrAsCCJAQjEgZhlApDg2AAk2A4wMAAAcGQFoXd3pisAAAAASUVORK5CYII=)be the maximum degree of a vertex in this lattice (![r=2d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMBAMAAAAAMfkHAAAAMFBMVEX///82MS2urKqTkI7X1tW8url4dXLy8vGhn51QTEnk4+KGg4HJx8ZdWVZCPTpraGVe3iDHAAAAnklEQVQYGWNgQAMdyWgCUC4HA1sCkGkYgC5dW8AiBRRjLECXqHNglwGKnUUXB/LBOowZGJhMQhNQpLk/MCwOvcPA4N7JtYGBgS0NCJLACjwLuK6zCDAwLIBwEZq+M/AqsH4A8sURYiAW9wKGwgLuBqBdE0BchFFaDC4nGTi9GBg4gDYgAdaeo9tXMhxkAqo9gCTMwFAoKCjAoeodwgAArD4eFXpW1aAAAAAASUVORK5CYII=)). Suppose we’re at vertex ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==) and we want to know where to go next. We do the following:

1. Pick neighbor ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)with probability ![1/r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAQBAMAAAAPAfkrAAAAKlBMVEX///82MS3Jx8Z4dXKTkI6Gg4FdWVa8urmurKrX1tVQTEmhn53y8vHk4+Lwtli/AAAAd0lEQVQIHWNgUGYAAu4DIJJBJQxEMoMIICgDETNABBCAOTEQNoQTgMRhL2BomV4MVcbMwHl6wVUo5wgDL3MDSCXIgJ0MDIwHYBwDBoZZIDZDGwMD5wYGhq0g9pSFEQwsBxgYjEAcEIA5BsxRB5NQAmY/mOsAFQQAkhMTetDwKzIAAAAASUVORK5CYII=)(there is some chance to stay at ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==)).
2. If you picked neighbor ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)and ![p(j) \geq p(i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAASBAMAAADs/06hAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAABkElEQVQoFV1SPUsDQRQcYnajF5P7C4eCIDaCmtY02igYDIrYuNiIH0UQRGN1lbZXaGdxhSgo4mGnVRrthICFKBYW2gcErQTn7a2H+GBn5r03u3vv7gAbeSMUCPyLSea5rLZuVYpZUYROfsGWY4tdxtJf8GxScaW87DqEjknKELKYAvwEay732hRcEUlfNjIXcAGUgB5X6XZ8Klwar7qUFFrpua2rrjGU8nXN5dByAwdOgP6JutnlKX3Ui64/GEhzdK5SiKG4WcXQW2EhYr+oQ2CGbYncHmFlAU0VY3sHyHegvSTfok/nOpmveChmc45p+syI9aG7UYzkHD8A6mTg4cAS9nHNg3DPe4eBF5RrMkdvG7BzPH+ltlIL75xDRcbOsYAllNnhY+CYK/eZ2qBC1cEr/IEavCrwMZvA51k3bEfOYskf4/HfUFfpe75jUQXAG2eJrcFBr6GYtQm/m26J6niPIdBlwHvPGCcUG1zwBcD/oHkrYvOpzquXRf5G4ahGWQgIWsCGMkKBwL+YZ87/9AfpB1GAmpf8JwAAAABJRU5ErkJggg==)then deterministically go to ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=).
3. Otherwise, ![p(j) < p(i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAASBAMAAAADPSWfAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAABQklEQVQoFVWRO0vEQBDH/1ySvSOnd19h0dLGys7SxkYxjY/iFsFCbUQQH1Uq6zT2KQQLm9SCkEbrAwsRLf0AQbESwZnZyeMGMo/fb9hNCCAROi6W02yIsDU7lsbnmrWo4bmwwEnpppyHwFGiCAtKNzA5D91g8dvweEqOnqy7wj2Llg9U32k1q9qoUH6odMnX8J5OkFBBfHEtcVfA/EIB7Irr/UhRsSXcnKX9jPTQpMAG+xd/hYr+uXATF2FJa6ZX+bXomncJeGGCZeGDk2HGp4wtkLBff+QMqJibCv/AaJPflEf/CUcrsqZixwjfxgQj4hf03IrHu1QVXwfCv+lTxnTSA61kfg3RHzUq9qzwZyIRtZ/01jn1TdRCuCmZV/Fr2v5iJjAlJVScAofLJ25O3xK6d5/bOlTw2PDI8Wg5zYYIi383IlDbmthRngAAAABJRU5ErkJggg==), and you go to ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAPBAMAAAArJJMAAAAAMFBMVEX///82MS1raGW8urny8vGurKqhn53k4+JQTEl4dXJCPTrX1tWGg4FdWVbJx8aTkI61F1QyAAAAO0lEQVQIHWNggAJlEO0A5YApltAEBgY29gYGBnbWCUARzgAgweUAJHYAMUMOiLjHwMDj3cDA4GTvwAAAoyIGgxUGOwkAAAAASUVORK5CYII=)with probability ![p(j) / p(i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD4AAAASBAMAAADxgXA6AAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAABLElEQVQoFT3RvUrEQBQF4INJZpdEN68QtLTZl9jaxTT+FAZhC7GRBfGnyiOksU8hWAnpBKs0Wi9YiGDpAyxa2njumYkXZu6d7zLhMgEUcWWpsC2EpBhO5yr87k31P7TCqGLKVqpb26OKGyPuuN3BtUw5l5dfDzyldoerYVpyeQnA01gGPDA/qg5iwDjzCbvMreoghJ1ZWd0CW9sdcAQk80H2Be6yHjX0zNXAno0XZHQlcGkX9+y7jbX6bwjioqlgfJE1vIe8AErgidN62VwJPjGZ2zR25Dj8SpBDJzjACSbsX3PdY9QBQb4XBvjhnDnvPrPfIGIV5LjQg73SE5ZfnLHV6w4icD37WKfvtX7HjNiDwTkENy9WLD9KfvhUrxfEmOAjqSwXwNSyhaTAHyeOUCpaC4CkAAAAAElFTkSuQmCC).

We can state the probability weight ![p_{i,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAMBAMAAAB/4Ov2AAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAbUlEQVQIHWNgUHYNTmCAALbSBvYJMDbXBpYDXEAZVgUGBo4Cbpg4wx0GvgCoGoYIhng2LQYGEGb4HLSB5SYDAwvfBQaGY0C+KRDzAeUOAOneggQGLwaGyqNA9iKGFgYTIA0BVwoewJgMAbMdGACZPBU2TVA9xwAAAABJRU5ErkJggg==)on edge ![(i,j)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAASBAMAAABRHhjUAAAAMFBMVEX///82MS3Jx8bk4+Khn52Gg4Hy8vFQTElraGXX1tW8url4dXJdWVaurKqTkI5CPToWMtQTAAAAxklEQVQYGVWQMQrCQBBFH4mJSUz0CultUiiKIOwRUlkHe8FzWNmIWAgWCjZCCtvcIYKdTUDwCNbOblR0WHZ3Hn/+zixYCd+I9K33TcFWkqQ/gDtYCs4183b0wclAlg4XPGjWyXt3lgz/QKRYwUkZOLtCkHLA38wNUAN5IhdgtysDkpsBXehkBlBISaVNj3YNniCmIRQjxoJ8sXJiWhn7kotUNWQIaSwotd5OIIzRrZNrEMBkLacMx1aDKe7iIUItD0T9CfmgFyR5IDnrLv/EAAAAAElFTkSuQmCC)more compactly as

![\displaystyle p_{i,j} = \frac1r \min(1, p(j) / p(i)) \\ p_{i,i} = 1 - \sum_{(i,j) \in E(G); j \neq i} p_{i,j}](data:image/png;base64,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)

It is easy to check that this is indeed a probability distribution for each vertex ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAMBAMAAABYTmoeAAAAJ1BMVEX///82MS14dXKhn53y8vG8urmurKrX1tVQTEnk4+KTkI5CPTpraGWtIlArAAAALklEQVQIHWNgAAEmAwYGFjALTLAmMzCUVzAwTFgF5G5hYGA9MIGBKTOAgdWMAQBaNAXHpuD6GAAAAABJRU5ErkJggg==). So we just have to show that ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==)is the stationary distribution for this random walk.

Here’s a fact to do that: if a probability distribution ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==) with entries ![v(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAASBAMAAAC6KaPXAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aGg4FQTElraGUCuL2WAAAAsklEQVQYGWNgAIOTYNIAwmHgdAAzpkC5vBCaYwKEPgKhOC9A6FsQiuEDhH4A5V4D05xQUQYTBiYThmA2oB6la7YHGHQZ0tIZNJguMDAxXOVIYDjKMKGDYRGQy8lQA9R3lIFhJ8MpngAgUwCINRg4NzAogIziKeBkABrFVsCzgKGAIYP1AhMDwx0GhmY1BoYohrMnLxkwwJyhDLaeAeZIVggX5gU2oEIgmAwRZWDQBDMMGADvzCN9h7NYRAAAAABJRU5ErkJggg==)for each ![x \in X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAMBAMAAAAJ2ll9AAAAMFBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVahn53y8vFraGVQTElCPTpfOGU/AAAAnklEQVQYGWNgQAPpUg5MsgFogkDuYwY2BSTR7eWlYF7gATck0ekOUA7jlgQQS8kkGETXgNggwPEJRDIxmHM4MDCwwG1hEwIJczIsA1Hc18uhZk+tAvEZGARABGsCiAQCzgBHBxDNtoATxDMAsYHgKANXAZDyYDdgAnHNQARQuoGBSQZIJ2cagW1jbgGJshVeYDguBRYAcYHAG2olmAMAcVEY5ymjgQQAAAAASUVORK5CYII=) has the property that ![v(x)p_{x,y} = v(y)p_{y,x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIMAAAATBAMAAABB1aMWAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aGg4FQTElraGUCuL2WAAACKElEQVQ4EXWUz2sTQRzFH5vsdCfdTf0TlqbKejAsdQv1UFiMd4NBEE9BMNWLXTx7COZiwcNAQ0GkEAriIYKLt9wWsYdGhKVoQekhJ08ecvfid3/OdlknZOZ93/tkZ+bLEiAep/FsJ8X/5xirVebcje1xZSjNBEthacfKSGpNlPxSmWL7JTsuvyQmD6tC6aXYkXSk+pXKpbSqVIqtVWWL1DyvCqWXYkZfWpni2e5O5lSuGVZzL8eKgx6jHqyf7wS4ge3PlrgMJFXLVW3CiH4PJay9Xi/0dLALS6EMP7Q+TvijBcuOFP1WvU+jB7CBpwwJGzzDFvTuYRt7ciPxCseUcbwg74Qbru7LMFdcGzZMwoju0SPEd3zNM2CGud6l+gp9LTT79eIpcm5V6JMIm9FHGeI37uYRuA8z6pPuccDBFCumDPOL4C1dlTDuMx81t+HjuaSYp0/g4YkaKsAF2riKzVEXfKdBe8qxizkIY54WwgiUhdI9CN8BNWuLmNE14CG+nZ7ZwBIPWi4XCxP6RzpuYWib/QjDWdvEGtSXDuZLC3jTpI3j0UoWesFnpFi0f8sIErMwR9gUOMKqABT7gsrHWawmQhPUGbCxHXD8XMlCuaqYTu4B+9QZwBAexNOOnsaMLkHjAHuf6H6dkWgGG4WWpxSYXd8IwG3216RT3Fnij7N9KwuvxyJ5UCQbc/N2lhXWGEv/co7rJj4UsrJUeEc+rxwm9fgmYEbyH+2uefNhaJkSAAAAAElFTkSuQmCC)for all ![x,y \in X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAOBAMAAABjvHmeAAAAMFBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVby8vGhn51QTElCPTpraGVVK1xTAAAA5UlEQVQYGWNgwAHSpRyY5ANwSAKFLzOwKWCRPV5eChYN3OCGRXa6A1SQ8UgCiKVkEgyimWIYdoG41SACBDgegUgmBnMOByDt4ssQDqRY4K5hEwJyGTgZloEohgkdDCA7eb6XQ+2eWgUWZxCAUC8ZXgIZrAkQHgNngKMDiMm2gBNEcT5geQCiDEAcINjKwFUApDzYDZgYpgItXcABljEDSzJwNjAwSQOZyZlGAQyBGxgYjHQVQDLMLSCSrfADw3apABATCDgnAIl9YCaDD9RpEB6YZAJKbihCEkBlbgP6SCcBVQzMAwBxIyedwXd6LgAAAABJRU5ErkJggg==), the ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==)is the stationary distribution. To prove it, fix ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHBAMAAAAotXpTAAAAIVBMVEX///82MS28urmGg4HX1tWurKrJx8Z4dXKTkI7k4+JdWVbmbIYxAAAALUlEQVQIHWNgUDIJTmBgYjDncGDgZFjGAAICIIJtAScDgwe7ARMDQ3KmUQADAF+xBMjLhNTnAAAAAElFTkSuQmCC)and take the sum of both sides of that equation over all ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAKBAMAAAB76QKzAAAALVBMVEX///82MS28urmurKqhn53y8vFdWVbX1tVQTEl4dXLk4+KTkI5CPTqGg4HJx8ZJmKq/AAAAOElEQVQIHWNgMmEIYyivYLBkWLCbYTIDwykg5DrAfoCBPYH7AgPDJQ0FBgaGGCAKmMTAwKLygAEAMD0LxsQ+YDcAAAAASUVORK5CYII=). The result is exactly the equation ![v(x) = \sum_{y} v(y)p_{y,x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIUAAAAVBAMAAACakjBMAAAAMFBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aGg4FQTElraGUCuL2WAAACPUlEQVQ4EY2Tz4vTQBTHv6ZNmqnp+gP3KES7Sj24BK2wHlaKFTy6ugTEUxDsKojmpBcPFS8eA7uX4sGwIB4qWLztySLuYQtCWHBB2UP/AA+56kF8M5NMEkiLUzrvve/38ybJSwuItSd2RxZz9jkc64i+rTndwprHNWSzGeQPObLouu7fEydzWimX+F9lZFGOR0V0Vz7ntFIu8X8mMc7xwO2Ql8fEzjOgnJPeVAYcJFGGoc9j3ZYV36dJWuSEyNLrtxNGBuNUoQRmcNDaWDdoDmcPVse4WGx66WV1s6M7xBH+HsStfGkFyuxtoKWRh++mh10u09twXYdntSltchk9X+sT13uCK8Auuz810psHgtfYJo/hBcHijLSN7n1R5czs123iCF/nZzQ61kiZ2MHEWqPyOH1bmSyyM6ESjgZWyLkd+hC34FVj5bERbD4ry2eAmGn2LOgqDG/ocYljI2PEuSFqtjIN3wrh46EeacChkkViRVm9gQmIM3yTxEMs4xxbra+h0qLx4NV54B6+7e07QJz18OxtrjQveZzD/rLNubvNjvVR62OwQJcWqylD8bcO/BFysBm9kz44N6RZR3woaDbGwIPEgi6T4n8OusdlbTyJ01nrGIZ3ADOgKQI/aggedS0O0TLoOWhtil1tcqLXoDnpnAynujTm3NNPRC3dwq/2ytWUvyASeVKqWb8Hg8Hjm6fRCPxUy3N1+zo+pMaMqD8X6xm0G3EZwroO7DKjTNuu/jda1i60rcszLWH8A0wxf5zkNEPwAAAAAElFTkSuQmCC), which is the same as ![v = Av](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAALBAMAAADPZMPnAAAALVBMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aGg4FraGVuHkDDAAAAfUlEQVQYGWNgwAROmEIQEU4RXDIcFbhkLEMhMkwmDMEoajgdrjOABdPSGTSAMqEgYABSwsvgzQAWnNDBsAhFjw6DIgNEcCfDKWQZricuFxcwgAQ5NzAoAGXgpnEsYJiYABZkK+BZgKxHh4GB8QBEsFkNWWKuMANnYw0DUBAAcJccguVZ5E4AAAAASUVORK5CYII=). Since the stationary distribution is the unique vector satisfying this equation, ![v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHBAMAAADHdxFtAAAAJ1BMVEX///82MS28urmurKqhn514dXLX1tVdWVaTkI7k4+Ly8vFCPTrJx8aAXnE7AAAAK0lEQVQIHWNgMmEIZkhLZ9BgmNDBsIiBYSfDKQbODQwKDGwFPAsYGJrVGACBGwdgRzW/4QAAAABJRU5ErkJggg==) has to be it.

Doing this with out chosen ![p(i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAASBAMAAAC3N9OQAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAs0lEQVQIHSWOMQrCQBBFHyTZhCjxCgFLGy9hrZhGY+EiWIiNCCJa5Qg5QgrBNkdIo3UO4CFESxtnNsPy/v8L+2fBjW9FUmcFezUOaiqFZwUyfg0/TOUCcQtyyi5Fndw72XUyguEks1eYy9MccyrCMic8FzDFxLXfyKU31kR06JUifenM4EUyk5alAWlZsCaBzxZu8JW2QcsqddufsisQi/7MNKK8FZ7l8lBzVGwUOoEVpPwBPzUiXptRykYAAAAASUVORK5CYII=)is easy, since ![p(i)p_{i,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAATBAMAAADysUlJAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAA/0lEQVQYGWWOsUoDQRCGP7jNJlzkfIUDO9NYJL2NjU2CafQsXAQLSXMIEmKVwla43uYQwTaPcI3WV9gIFj6CaGmTmb1LsWa4/We++XdnDnwYJyn1ZSgzRS9hn1I5ciJhmBX8YcuwKxTXIF+xZfSazsuWcd10BoGxdzR1d3AiazIUWtfeLrtFRne+hLGHjRGvTJVhowM1FGJ500mhl/eLMezUMPXQvuCTZCLLzywMPGyMUy5I4OcKnhGw+6CHX/mf3ZpzmVoomA8wiQx+E1N3yb3Sw0hKGWEryXyrRM5WwEPuOIbFq9TcqFw28MQ9Q2WNjhNJ5fh4z7/a6l+aPB6yBmoJN5McaP2HAAAAAElFTkSuQmCC)and ![p(i)p_{j,i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAATBAMAAADysUlJAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAABAElEQVQYGWWQvUoDQRSFP9jZ2TXq+goLdqZJY7+NdSRpdC0cAhaSJggStMoLCPsIiwi2KXyAbbTeVrDwBQTR0sZ7Z5NiksvMmfudwzA/4Ms4WXLfhjJV9BL61MqREwnLLOEPW4euUK8FGdVWkHbO81Zw3Tn9IDg8Gbt7GMkxJQqr1N4ukqokmS9g6GEd9JamKbHRQAMFRnIb2ZfOdqsh7LUw9rDawQfZqRx+bqHvYR2ccUkGP1fwhMKkxh5J+iv3OWi5yPWBCsUX5l2CN5mxuOiXKPAJx0INUt8qkbMNYGrLw4y7V+m5UZl0EBVp8aisFTuRXCYkGfuF7zZk54VYrH9OXDdX6V9McAAAAABJRU5ErkJggg==)are both equal to ![\frac1r \min(p(i), p(j))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG4AAAAUBAMAAACezBVvAAAAMFBMVEX///82MS3Jx8ahn52urKp4dXK8urlraGXX1tWTkI7y8vFdWVaGg4FQTElCPTrk4+Jow2RHAAAB3UlEQVQ4EZWSwUsbURDGPza62ZjEbe4KUrGXUvAP8LCiFHoL6KHeFrRoMEICpaU3S8UU2oqCf8DSS9tLkR5KoZfgqeS09NZbTl4NKHoTv5l5idvk5PCYb95vZt6+9/YBsxgxr6dIJcpkjZNwjK1kEi68MFVxsRKL6SVYcsWUQtXidkYK9m0lxkkEZvr8eU17d7KC0IolofyVEIGZPknSSslAGDV0Ik65EcLRvrJVOvljM3oHQMIhfY9/rbefPseHE+/3/gKurdLJ3boOSMcS/Ncxd/4X/7ANL8WTmfLuR+DZo1qPssGT1nUVByaWjRhE8ABvcIAgxVvk4zrC/TRo1BG8T4E56XMAudCIQiDo4iVupO8A+Yh9pXmvSykc9vsMIByrKplDpVIZ7uNi5d1cgzKZADXdpwMYj5QYHPoez/8dxZiyGfbv2wFdSe9FV9N96vlkn0VgBy9AWb0CTnHJGgfwifGpDmlsTX2b3mp2WlNBs3P0czzBGm+Ssh7Jf19M0AdYgL6EBmXE/AjnhBRayFfVwwD8MNLGu2Pe0JBVw64QTfAJ+6w1UPqa8vXru35YjaXmP9trncl8TxwP95kHMfCllighzMUYMZ8bo6lEGpozTsKRT4zd1+fv22D1t+7RjoFXB0+QAAAAAElFTkSuQmCC)by applying a tiny bit of algebra to the definition. So we’re done! One can just randomly walk according to these probabilities and get a sample.

**Last words**

The last thing I want to say about MCMC is to show that you can estimate the expected value of a function ![\mathbb{E}(f)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///82MS2urKpQTEl4dXKGg4FraGW8urnJx8by8vGhn52TkI5dWVZCPTrk4+LX1tV1xFSmAAAAzklEQVQYGTWPIQsCQRCFH5xyy534A0wH19SqVUGrcJhsXhXLBk2WC4cIFq2m6zajyT+g0byIGIyiyeKb23Ng3rz5mN2dBWwok9fAdtSndUVhE1ngG4T9Vq8NlRF4M1QjuCuNEOUNwfsOxATJzocjJ47MsYA18BDQYdYFTIEP/bemgTnBuSEVUCdKKhN7Czx5OgcKSUpfCigLmYCbyaWOocilGk1dod8yMZJNB1dT4mJLAbEIww2AAytXL6KLy4SWnyvihWFCe/v3cE1uA/wABdsvaTNHXX4AAAAASUVORK5CYII=)simultaneously while random-walking through your Metropolis-Hastings graph (or any graph whose stationary distribution is ![p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///82MS2urKqTkI7Jx8a8urnk4+LX1tVQTElraGWGg4Ghn51CPTry8vFdWVZ4dXIR33GBAAAAwUlEQVQYGTVQPQ6CMBT+JG3BmuAVSLwAk64urkpwMSx2FRdC4qCTR+AIDByAI7DozAE8BImbk++V8pJ+P6/5Xl4L2BKGybOa4WqVaqdGPYq188Jd5M7rfhRz54OpX4zi4rxHudXuaB6AzMoGsoa6Pf0qAxI9bCAGKN2KjrwJt2CPoFhUB8rP6MgY+CBMeN4eBjzvhDNC+PEPCTRlvmmLZS+aPAV4nzfnIgIq2ld1xKC5XPSe+4tFyQAVWSKQhhX9xx8WOCJ2kSDMcQAAAABJRU5ErkJggg==)). By definition the expected value of ![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAALVBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGUytStsAAAAP0lEQVQIHWNgYGBQdgASrG4gkl0BSDBwBAAJ1kJlEHsWiGDQBpM+YLINRPIKgEjOByCS/QCQ4Mq7ACS5TwIJAP0TB4cTEIwnAAAAAElFTkSuQmCC)is ![\sum_x f(x) p(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAAATBAMAAAAXL4wlAAAAMFBMVEX///82MS14dXJraGVQTEm8urmurKpCPTry8vFdWVbX1tWhn52TkI7k4+LJx8aGg4FI55eLAAABrElEQVQoFXWSMUsDQRCFn6d3xsXcacDKwjWF2IgWgjZCakGIoHZiCq0EEfwD6WzTWGgVECw1IApWamEKIXKQQjCEBBsREVIKgvhmb++SQh/szHwzb3O7uQP+kB9K04snn6ZIMG7b3DA5XYnQZkl9mWw2Oz861uvvRFCLUmBHRM/YvIPEfKV9+5OtqPdhR4KTRYF+E1moGR3Yup9IfUUJgoclgVTetoYrGLBlUDZFrgfVuIUoDZRRtw3PHCc914v3ZUuS1P0VLgB36+wHbsd7Wq+pToKcD+XEFesd2ALygX6Er1/WcOrSbJGedCY2Sr415nCoDZrDb7yJ2aLMV4sSraaAV5Z9XO4dlnHp6y6yuuZKtAJzwXeE8CqpfRyZC0ZIk8/nJEqN8BJQd7PII2i7OVejlCBd8T9lNvhzgFP0f1obfFFwHnaBacRIx6JxhTtVzWK4wLNyiVoYDJm4zUhet1OW0v0Mc3meoF4kaC6qhmdJjgRKvqvoettQmhDsMeBMAtIFtcD9UAUhIq+31Gw2z28mVKPQlp7Ilad3P/5NIYPOsdGJd101FjP4J/wCi6xtuq7VFr8AAAAASUVORK5CYII=).

Now what we can do is compute the average value of ![f(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAASBAMAAAC+3HPqAAAALVBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGUytStsAAAAwElEQVQYGTWPMQrCQBBFPyTZNQbBIwRSWgpaaJHKSiGdrViL4A2srEUkhTZp7QKawkJY7MTGI+Qo/pnowMz/b5gdZoEmchX3I5hY3fLPUWPsQjRJcWjYlNRgkuLRMGqqjYEtVaJitjKYWoDx5PgmQcB3/eq9x4i9E+CV8HCzGY7knrLBhV54CoQptcscMnfQfWFhdF9H+gXmfukBd87W5BnO+dVB7rEUjJkM3ttef2h8RfA/0Uts4LSx0iploM7hCw1HI7po5qGvAAAAAElFTkSuQmCC)just among those states we’ve visited during our random walk. With a little bit of extra work you can show that this quantity will converge to the true expected value of ![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAALVBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGUytStsAAAAP0lEQVQIHWNgYGBQdgASrG4gkl0BSDBwBAAJ1kJlEHsWiGDQBpM+YLINRPIKgEjOByCS/QCQ4Mq7ACS5TwIJAP0TB4cTEIwnAAAAAElFTkSuQmCC)at about the same time that the random walk converges to the stationary distribution. (Here the “about” means we’re off by a constant factor depending on ![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAALVBMVEX///82MS2hn528url4dXLX1tXk4+KTkI5QTEnJx8ZdWVaGg4GurKry8vFraGUytStsAAAAP0lEQVQIHWNgYGBQdgASrG4gkl0BSDBwBAAJ1kJlEHsWiGDQBpM+YLINRPIKgEjOByCS/QCQ4Mq7ACS5TwIJAP0TB4cTEIwnAAAAAElFTkSuQmCC)). In order to prove this you need some extra tools I’m too lazy to write about in this post, but the point is that it works.

The reason I did not start by describing MCMC in terms of estimating the expected value of a function is because the core problem is a sampling problem. Moreover, there are many applications of MCMC that need nothing more than a sample. For example, MCMC can be used to estimate the volume of an arbitrary (maybe high dimensional) convex set. See [these lecture notes](http://www.cs.berkeley.edu/%7Esinclair/cs294/n1.pdf) of Alistair Sinclair for more.

If demand is popular enough, I could implement the Metropolis-Hastings algorithm in code (it wouldn’t be industry-strength, but perhaps illuminating? I’m not so sure…).